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Abstract. Theper servicecost has been a serious impediment to wide spread usage of on-line digital continuous
media service, especially in the entertainment arena. Although handling continuous media may be achievable due
to technology advances in the past few years, its competitiveness in the market with existing service type such as
video rental is still in question. In this paper, we propose a model for continuous media service in a distributed
infrastructure which has a video warehouse and intermediate storages connected via a high speed communication
network, in an effort to reduce the resource requirement to support a set of service requests. The storage resource
and network resource to support a set of requests should be properly quantified to a uniform metric to measure
the efficiency of the service schedule. We developedst modelvhich maps the given service schedule to a
guantity The proposed cost model is used to capture the amortized resource requirement of the schedule and thus
to measure the efficiency of the schedule. The distributed environment consists of a massive scale continuous
media server called eideo warehouseandintermediate storagesonnected via a high speed communication
network. An intermediate storage is located in each neighborhood, and its main purpose is to avoid the repeated
delivery of the same file to a neighborhood. We consider a situation where a request for a video file is made
sometime in advance. We develop a scheduling algorithm which strategically replicates the requested continuous
media files at the various intermediate storages.

Keywords: video caching, storage overflow, video scheduling, continous media delivery, distributed service,
cost model

1. Introduction
1.1. Motivation

Entertainment, education, teleconferencing, telemarketing, telemedicine, etc. are a number
of promising applications of th&#ideo-On-Deman@vOD) technology. In some applica-

tions such as business and medicine, the cost of the technology may be justifiable, but
in other applications such as home entertainment, this technology will have to compete
with $2—3 video rental cost. There is a significant opinion in the community that a true
on-demandsideo service, i.e., one where the video begins as soon as the customer makes
a request for it, cannot be provided at a comparable cost to video rental rate in the near
future. Given the fact that there is sufficient consumer dissatisfaction with fast rising cable
rates, any expensive technology is not likely to be very successful in the mass entertainment
arena. On the other hand, if we examine existing video rental patterns, it is not unrea-
sonable to assume that customers would be satisfied wittlem-On-ReservatiofVOR
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service, where the customer makes the service request some time in advance of the actual
presentation time, i.e., an hour, a day, etc. We believe it is possible to praidde-
On-ReservatioifVOR) service in a cost-effective manner. Since the set of user requests is
available to the service providerWORservice, the server can perform global optimizations
based on the user request information as well as the avalilibility of various resources. For
theVideo-On-Demandervice, such pre-planning or off-line computing is not possible, due

to its inherenbn-demanaature.

Given the limits on I/O subsystems of the server, there are many difficulties in supporting
multiple service requests directly from a single server, while simultaneously achieving
low cost. Furthermore, as the length of the communication route between server and
client increases, the cost of maintaining smooth media flow across the network increases
dramatically. In this paper we present an approach for providing continuous media service
in a distributed manner. The distributed environment consists of a numbdeohediate
storagesandvideo warehousesll connected by a high speed network. When there are
multiple storages distributed over the area, a user can get service from various sources other
than the central server, and the users can share a file at an intermediate storage. Figure 1
depicts the environment, which consists of video warehot8AKSs, intermediate storages
ISi’s, and the neighborhoods;’s of customers. A video warehouse is an archive that may
have several thousand video files in its storage system.

Figure 1L  Topological layout.



STRATEGIC REPLICATION OF VIDEO FILES 251

1.2. Related work

In this section, we briefly introduce the work done in each component of our distributed
service environment. Papadimitriou et al. [16] proposed the service model for on-line home
entertainment service and also devised an algorithm to arrange the service schedule.

We categorize user requests into two different types based on whether service request
is madein advanceor not: Video-On-Demandand Video-On-Reservation Little and
Venkatesh [14] classify interactive services into five categories based on the amount of
interactivity allowed.

Distributed storage architecture [2, 3, 9, 19, 24] is one of the emerging technology
to maintain excessively large amounts of data. In their architectural models, there is a
centralized video server which consists of a two-stage hierarchy and a number of relatively
small storage systems which are geographically placed in various locations within the
metropolitan area. Bianchi et al. [2] investigate various cache management policies at the
local switch level, which is dedicated to store a heavily requested file. De Giovannietal. [9]
investigate the communication link allocation between the central video server and local
storages. Sienknecht et al. [19] explore the implication of distributed data on the design of
data-storage management systems. Brubeck and Rowe [3] developed storage management
algorithms for data stored in the hierarchical storage system.

The purpose of the intermediate storage is to temporarily store the files. To exploit the
bandwidth capacity and space capacity of the intermediate storage, the files need to be
efficiently placed over a set of disks. Little and Venkatesh [15] proposed an algorithm to
place video files on the distributed storage system based on the popolarity of the video
file. Dan and Sitaram [6] proposed to consider the ratio between the space requirement and
bandwidth requirement of a file in allocating the disk space. Wan and Du [23] used the idea
of bandwidth to space ratio in determining striping width of a file. Due to huge volume
and continuity requirements, data block placement is an important factor in determining the
performance of the disk storage. By placing the blocks efficiently, it is possible to support
a larger number of concurrent video sessions [12, 22].

Video warehouse uses a high speed network to deliver the service to customers all over the
metropolitan area [2, 3, 9]. The existing network infrastructure is not originally designed
to support time critical applications. There have been a number of proposals to guarantee
the continuity of video stream over high speed communication networks [22]. Another
approach in both academia and industry is focusing on utilizing the existing communication
medium, such as twisted pair telephone line or coaxial cable line, which is already available
to most residential units. The idea of a cable modem is to provide the internet service
to PC users over the TV cable system. Such modems can deliver upto 30 Mbps to each
residential unit [1, 10]. Asymmetric Digital Subscriber Lingl, 20] is one of the most
promising technologies to increase the capacity of the copper loops. ADSL is how capable
of pumping data at upto 6 Mbps.

Development of an optimal pricing model, i.diow much a user has to pay for the
service®, suddenly draws wide attention from various communities. This is because the
network infra structure is making the transition from research testbed to commercial en-
terprise. Pricing models and QoS policies are tightly coupled to each other. Shenker et al.
[18] and Cocchi et al. [4] investigate the pricing models of multiple service class networks.
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Video Warehouse stores several thousands of continuous media files in its archive. There
have been a number of suggestions about how to design a massive scale data server. Hi-
erarchical storage structure in video warehouse is a promising solution to achieve cost-
effectiveness of data storage. Ghandeharizadeh and Cyrus [8] and Keinzle et al. [21]
worked on hierarchical storage structures to efficiently utilize the bandwidth of several stor-
age types. Doganata and Tantawi [7] provide a cost model for hierarchical-storage-based
continous media server. Won and Srivastava [25, 26] provide a stochastic model to measure
the throughput of the hierarchical storage server and proposed policies to maintain the files
on the staging disks of a hierarchical storage.

1.3. Contributions

A substantial amount of effort is being spent by the research communities to support the
continuity requirements of on-line multimedia information delivery. However, economic
aspect of servicing a set of users, considering storage and network resources, is paid little
attention. In this paper, we propose the usage of intermediate storage to relieve the burden of
the central server, i.e@nformation providerand to reduce the network traffic. We develop

a mechanismgost modelwhich maps the overall resource requirement for supporting the
set of requests to the domain of comparable values,ciost, The proposed cost model
enables the information provider to examine the cost-effectiveness of a certain service
delivery schedule. We focus on the problem of minimizing ¢bstfor servicing a set of
Video-On-Reservatiorequests. The cost of using intermediate storage and the cost of using
network determines how to deliver the service to the end-user. We develop an algorithm to
strategically replicate the files to intermediate storages to obtain efficient service schedule.
An important side benefit of this optimization is that for a given load, the environment will
be optimized to utilize the least required network capacity, thus freeing up valuable spare
capacity for the trulyideo-On-Demandpplications.

The rest of the paper is organized as follows: Section 2 introduces the model of the
environment and the services provided. In Section 3, a mathematical formulation of the
problem and the cost model for service delivery is provided. In Section 4, we present
our approach to solving the video delivery problem, and in Section 5, we discuss how to
handle storage overflow. Performance evaluation is presented in Section 6 and conclusions
in Section 7.

2. Video delivery environment and services
2.1. Video-On-Demand and Video-On-Reservation

Inthe proposed environment, we classify the type of services into two catedddes;On-
DemandandVideo-On-Reservation VOD service, a server takes an immediate action to
service the request, while WORservice, user request is to make the reservation for service
in advance. To handi¢ORrequests, time is divided intwycles For example, supposing

we consider 24 hours to be the length of a cycle, all requests for videos to be shown during
cyclei must arrive at the server bypgedefined timéefore the start of cycle If 24 hours
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is too long a period for an advance reservation, one could consider smaller cycles, say 12
or 6 hours. Alternatively, one can have a number of cycles of various lengths, and requests
for shorter cycles would have a higher cost. For example, the user gets 75% discount on the
regular price if he makes a video request 48 hour in advance of his requested showing time,
24 hour advance with 60% discount, 6 hour advance with 25% discount, etc. Consideringthe

computation time to obtain the schedule, the scheduler has to start the scheduling algorithm
early enough so that the schedule information is available by the start of the respective

cycle. The advance reservation property ofi@@Rrequest enables the scheduler to collect

all the requests before it starts scheduling.

In schedulingvOD requests, there is neither sufficient information nor time to perform
the global resource optimization which is possible @R requests. Furthermore, since
overall network and storage capacities are fixed, developing efficientieiast, resource
utilizing, schedules for th#’ORrequests has the added benefit of making more resources
available for dynamically arriviny OD requests.

2.2. Economics of storage and network

Due to the huge volume and bandwidth constraints of playback, continous media appli-
cations impose another dimension of complexity for computer systems. Multimedia file
compressed with MPEG-2 encoding [11] scheme requires 3—6 Mbps bandwidth for its play-
back. Assuming the typical length of a video file to be 110 min, it requires about 3.3 GB of
storage space for an average sized video file. With the current market price for hard disk at
approximately $100/(Giga Byte), it costs $165,000 to maintain 500 video files on the disk
storage, excluding other hardware overhead.

Aside from the cost of disk storage, the problem of interconnecting and maintaining huge
number of disks with the existing SCSI interface arises as an obstacle to store 500 video
files on the disk subsystem. For example, considering the capacity of a single disk which
is commercially available ranges from 4 to 10 GB, at least 50 disk drives need to be inter-
connected to form a disk storage subsystem. We argue that a hierarchical storage structure,
where secondary storage being disk subsystem and tertiary storage being tape library or
optical drive is the promising storage architecture for cost effective data management.

The purpose of an intermediate storage is to temporarily store the video files to avoid
repeated transmissions to the same neighborhood. Each intermediate storage is primarily
responsible for supporting its neighborhood consisting of a number of customers such as
residential units or office units. It is not expected that an intermediate sttBageéll
have sufficient capacity to store all the files requested by neighborkoatheak demand.
Limited space in the intermediate storage causes some requests to handle a continuous
playback across the network. We provide examples for the usage of intermediate storage
in figure 2. For a popular video, it is likely that the video file will have to be shown several
times in the same neighborhood. Consider figure 2, which shows three requeStarfor
Warsfrom VWin a 90 minute interval. Rather than delivering the video directly fkém
three times, it is possible to store the video filéSavhile serving the earliest request. The
second and third video requests can now be serviced directly fBonConsidering the
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Request for “Star Wars"
Starts at 1:00 pm

Switch Bo¥”
E ________________________ @ Request for "Star Wars"

--------- Starts at 2:30 pm

Request for "Star Wars"
Starts at 4:00 pm

Video Warehouse

Delivery to U1 : VW2 u1
Delivery to U2: VW2 uz2
Delivery to U3 : VW2 u3

Request for “Star Wars"
Starts at 1:00 pm

Request for "Star Wars"®
Starts at 2:30 pm

@ Request for "Star Wars®
Starts at 4:00 pm

Delivery to U1 : VW-> IS-> U1
Delivery to U2: 1S -> U2
Deiviery to U3: IS -> U3

Video Warehouse

Figure 2 Usage of the intermediate storage system.

high load on the warehouse server and on the metropolitan area network plimgime
hours, it may be much cheaper to service the three viewerswd#&o caching Figure 2
illustrates the usage of the intermediate storage system for this purpose.

3. Problem formulation
3.1. Service schedule

A user request arriving at the server consists of three attributes,id, videaid and
starting.time The service schedulé is a set of information about how to arrange the
delivery of the continuous media streams to end users. There are two types of information
in a service scheduleretwork transfer informatiorD ={d;, dy, ..., dn,} andusage of

the intermediate storagé ={ci,...,C,.}. Servicing a video file to end user requires
network transfer of the stream and possible caching of the file at the intermediate storage.
The network transfer informatiod is (routa,tid, idi). Route is a sequence of network
nodes, i.e.nSC, ..., ndst, wheren® can be an intermediate storage or Video Warehouse and
nidSt is an intermediate storage. Instead of represeritiagransfer routeas asourceand
destinationpair, sequence of nodes are used to represent the delivery route. This enables
the scheduler to dynamically select the route between each node, depending on the network
situation. Delivery informatio; informs the server and intermediate storages that flow of
file id; from nS® to n%tis to begin atd. Routing information betweenfst and end user is
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Table 1 Notation.

255

Variables Description

IS Set of intermediate storages

1S Intermediate storage i

srate Set of storage costs

sratgIS;) Charging rate for intermediate storage 1S (in $/(byte- s))

nrate Set of network costs

nrate(i, j) Cost rate of the network connection between IS and IS; in $/byte
m Number of available video files

R UL1Ri

Ri A set of requests for file i

Si Service schedule of file i obtained from individual video scheduling
SMMAt, IS)) Service schedule obtained with the constraints (At, IS;)

S Service schedule for all files i.e., L, Si

v (S) Total cost of service schedule S

v (S) Total cost of service schedule S

OverflowSetAt, IS;)
OFat,Is;

Set of staysinvolved in cache overflow during interval At atlS;
Overflow situation At, IS;.

Hm,lsj G Heat of rescheduling ¢; with respect to OFAusj

Oi Length of service for file i

size Size of the file i (byte)

di File transfer information, (routq, tid, idi)

G File residency information, ([t3, tif], logi, id;, nf'°, service lisj.

not specified since we assume the path between the user and its local intermediate storage
is uniquely defined. The intermediate storage is said toba to a user if it is located in
the same neighborhood as the user (for the list of variables see Table 1).

In servicing a set of requests, a video file has to be stored temporarily in various inter-
mediate storages by copying data blocks from the on-going continuous media stream. The
purpose of storing a file in an intermediate storage is to temporarily cache the video file for
subsequent delivery to other users. The informatjcabout temporary storage of a video
file is a vector of five elements{t®, tif], loci, id;, ng, servicelisy. [t°, tif] denotes the
interval of caching.t® is the time when the file starts being loaded at the intermediate
storage.tif is the start time of the last service. A file resides at intermediate storage to
service a set of the requests. The data blocks which are consumed by the last request in
chronological order are no longer required. Caching intert\?alt['] is followed by the
playback duration of the last servictoc; andid; represent the intermediate storage and
the respective filenf™ is the source of the on-going stream from which the data block is
copied.n’® can be either another intermediate storage\t
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3.2. Cost model

To measure the overall cost-effectiveness of the service sché&dubere needs to be a
generic mechanism which maps the given sche8u¢o acost Schedules is a collection

of network transfer informatiod 's and file residency informatiozi’s. The mapping mech-
anism should captur&’s resource consumption in storage devices and the communication
network. We defin& as a mapping function that transforms service schefliéo aquan-

tity. Thecost ofS thus corresponds t&(S). We use a monetary metric to represent the
cost of a schedul§. Thecostof a schedulé is the sum of the cost of using storage devices
and the cost of using the communication medium. The network transfer infornthson

and file residency informatioq’s have different structure and thus different functions are
used to obtain their respective costs. Itis worth noting that amortized resource requirement
needs to be discriminated frooost Amortized resource requirement is a metric to capture
the amount of resources needédtbstis amount of the resource consumed multiplied by
per unit cost of each resource. In a heterogeneous environment, it is not possible to impose
a uniformper unit coston all resources, which have different performance characteristics.
For exampleper unit cosof high performance disk subsystem can be higher than that of a
general purpose disk subsysteRer unit costis inherent to an individual resource entity,
e.g., each intermediate storage or each network hop. We develop the funigi@nsand

Wy (di) for file residency informatioig;, and network transfer informatiah, respectively,
which map given information into the domain oést The cost of schedul§ is hence
represented as

W(S)= ) Wp(d)+ ) We(G). (1)
i=1 i=1

3.2.1. Cost model for storage.For continuous media files, playback length of the data

file cannot be determined solely from the file size. This is due to the fact that different
files may require different playback rates and thus two files of different sizes may have the
same playback length. The amortized resource requirement at an intermediate storage is a
function offile size duration of residencyandplayback length W.(c;) is the amortized
resource requirement multiplied by the charging rate at the respective intermediate storage.
To capture the amortized storage space requirement of the service prdpédy, has to

reflect all the three attributes. In the charging mechanism for storage, we propose a cost
model that considers both the duration and the size of the service. Unit of the storage cost
model is $/(bytes).

A file is cached on an intermediate storage by copying data blocks from on-going play-
back, and thus the disk space is filled incrementally until the entire file is cached. We
assume that storage spacesifey, needs to be reserved from the start of the caching.
We categorize the file residency informationinto two types: namelyshort residency
andlong residencydepending on the length of intervaiF,[tif]. Let pig, be the playback
length of a fileid;. ¢ is categorized ashort residencyype if (tif —t%) < pig;, and as
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space
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sizefile) size(file) | | /
File service !
File Caching i

*I time o time
t 0 t2 t3 P
8: Length of Caching Interval 1 2 t3

p : Playback Length

Figure 3 Service length vs. resident duration.

long residency type otherwise. In the rest of the sectipimplies ([t°, tif], loc, idi, N,
service lis}.

Long residency. Let us assume that the service listopis uy, Ux;1, - . . , Uy, with service
starting timesg, tx,1, . . ., tj, respectively. These users are serviced via a continuous media
stream fromlS, . Without loss of generality, we assuie<tiy1 < --- <t. tif corre-
sponds ta;, respectively. It is not necessary to keep the entire file until the end of the
service foruy, i.e., until timet; + pig,. This is becausg, is the last user in chronological
order, and hence the file blocks sentjocan be discarded. Thus, the space used by file
id; will decrease linearly fromy tot; + pig,, and eventually becomes 0 as the serviceifor
proceeds to the end, as in figure 3.

Given this model of the storage space, the amortized storage casigdormulated as

We(c) = srate(IS ) - Sizey, ((tif —t7) + %‘) 2)

We(G) is equivalent to the area enclosed by the solid line in the left graph in figure 3.

Short residency. It takespiq, time to load the entire file to an intermediate storage. This
is because the file is cached to an intermediate storage by copying the data from the on-
going playback of a file. In case the time interval between the first and last service time
is no more therpyq,, i.e., (tif —t%) < pig;, playback for the last request starts before the
entire file is loaded. Right graph of figure 3 depicts the storage space requiremsmarfor
residency Lett; andt, be the starting time of the first and last request in the service list
in ¢, respectively.

The file starts being loadedtatand is completely loaded liy+ pig, . The second service
starts atty, which means that file blocks are gradually discarded ftgmntil t; + pig, -
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Fromt,, file loading and file discarding proceed simultaneously until the first service is
completed at; + pig,. Fromts + pig,, there is only file discarding until the last service,
i.e., the second service in this case, is completegaiy, . Hence fthe size of the storage

space which needs to be reserved at the start of the ssagis - (- — Lof ) The amortized
storage cost fog; for short residencygan be formulated as foIIows

' f . (tif _ tiS)Z
We(G) = srate(1Sog ) - Sizey, <(ti —t)+ T) o

SratdlS, ) is the charging rate of unit resource ft8,,. The actual value is deter-
mined by the service provider based on the characteristics of the storage
device.

3.2.2. Cost model for network. The objective of the cost model for the communication
network is to properly capture the amortized bandwidth cost to service a set of requests.
A certain amount of network bandwidth needs to be guaranteed to deliver the service to
end users with the give®oS The amount of bandwidth to be reserved for each stream
is determined by th€oSparameter. A number of policies have been proposed to pro-
vide theend-to-endbandwidth requirement of the continuous media playback with given
QoS [13]. Network transfer informatiod is a vector of three elementsp(te, t¢, id;).

Let By, be the bandwidth requirement for filg;'s playback. The amortized bandwidth
requirement ford; corresponds t@ig, Big, bytes. As in the storage cost model, we use

a monetary metric as the basic unit of cost, i.e., $/byte. The network charging rate can
be defined on e|ther end-to-end basis or per hop basis.rouég be (n', ..., ””W) of

di, wheren? andn® correspond ta¥ andnds. nrate(n/, n¥) is the charging rate of

the route betweenJ andnk. In general nrate (0, n¥) will depend on various factors,

e.g., hetwork topology, I|nk capacities, routing, etc. However, we assume the underly-
ing communication infrastructure maps all of these factors into a cost (i.e., $ amount) per
proposed unit, i.e., byte. We assume theite(n;, n;j) is fixed for the duration of video
scheduling and service, and is also known a priori. Depending on the underlying net-
work structure, charging rate can be definedpan hop basior end-to-end basis The
function Wp(di) which quantifies the network transfer informatidnis formulated as
follows:

nrate(ns'®, n%Y) - pig - Big end-to-end basis network rate
Up(d) = { "wt _ 4
P Z nrate(nJ ni ) - pid - Bia  per hop basis network rate. @
j=1

3.3. Problem description

We can view the overall service sched$las the union of the service schedules for each
filei, Si. The proposed mapping functickh and the cost models for storage and network
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7-8pm 2-5pm
4:00pm

4-6pm
1S6

5-6pm
-~~~ File Transfer path and timing

Figure 4 Tree structured layout of a service schedule.

enable the scheduler to compute the cost of servicing a set of requests. Similarly, the
scheduler can compute the cost of a scheduléor video filei, i.e., Zim:l Y (S) for a

cycle. The cost of servicing all requests in a cycl§i8, ¥(S), i.e, W(S)= >, Si.

A file can be shipped to an intermediate storage directly from the video warehouse or from
an intermediate storage, with cost being the determining factor. The service schedule of a
videoi, for a cycle, forms a tree structure as in figure 4. The goal of the video scheduler
is to generate a service schedule with minimum cost. The service scheduling problem can
now be stated as follows:

Definition 1 (Video Scheduling Proble’SP)). Given a set of video request®, a
set of network edges connecting a video warehodé and a set of intermediate stor-
ages, the charging rates for intermediate storsrgée and networknrate, the storage
capacity of each intermediate storage, find the set of file service schedgjesuch
that

VS, W(Sop) =¥(S)

Unfortunately, the problerwSP is NP-complete and thus an efficient algorithm for the
optimal solution is unlikely. The details of the proof are provided in the Appendix. Due
to the intractable nature 0fSP, we focus our interest on developing an efficient heuristic
algorithm.
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Structure of Movie Scheduler

Movie Requests

User 11
.| phase 1 Cost model of

User 12 Individual Video Scheduling Network and Storage

*

Individual Movie
. Schedule
. phase 2 Capacity Information of
Integrating Individual Schedules Network and Storage

User ij

L

* ServiceSchedules

Figure 5 Structure of video scheduler.

4. Scheduling of service delivery

4.1. Design of video scheduler

4.1.1. Two phase scheduling.Video Scheduleis a program in charge of arranging the
service delivery. The objective of the scheduler is to determinsehgce schedul§ with

minimumw (S), given the set of service requests. We approach the problem with a two
phase algorithm. Figure 5 depicts the structure of the video scheduling algorithm.

1. Individual video schedulingFind the optimal scheduls; for each filei individually,

assuming that the capacity of intermediate storage is large enough to store any one video
file. S; determines (1) the network transfer route of the continous media stream and (2)
the residency period and location of the file. In figure 2, usdnas requested a video
beginning at 4 pm. Two other users have requested the same video, but at different start
times prior toug’s start time. From the aspect of resource requirement, it may be less
expensive to download the videol&when it is delivered tai;, to be later delivered to

the other users, than to service the three users directly from the video warehouse. The
objective of the individual video scheduling is given the set of user requests fortfile
deviseS; with the minimumv (S;).

. Integrating individual video schedulektegrate the schedulés, taking into account the
storage capacity constraints, and resolving any resulting storage overflows. In computing
the individual video schedules, the scheduler does not consider the space limitationin the
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intermediate storage. An intermediate storage may not be able to accommodate all the
video files scheduled for it during a certain time interval because the sum of the file sizes
may exceed its capacity. This situation is calorage overflowAfter computing the
individual video schedules, the scheduler examines the individual video schedules and
detects storage overflow situations. The scheduler runs the overflow resolution algorithm
by rescheduling some of the requests. The integration of the individual video scheduling
consists obverflow detectiomndoverflow resolution Resolving storage overflow may
resultin aless efficient delivery schedule, and thus increase the total service cost. Hence,
a key objective of integrating individual video schedules is to minimize the increase in
the overall service cost.

If the capacity of every intermediate storage is sufficiently large so that it can accommo-
date all the video files residing at it at any time, scheduling can be completed in phase 1.
However, service requests are not distributed evenly over time. For example, the existence
of prime timeconfirms the uneven distribution of request arrival times in TV entertainment.
Thus, we assume it is not economical for the service provider to make all the intermediate
storages large enough to store the peak service requests.

4.1.2. Why two phase scheduling approach?t is possible to take into account the space
availability information in the first phase and thus storage overflow can be avoided. One
phase scheduling approach can be sketched as follows.

When the scheduler computes the schedule for adileit considers the intermediate
storages with sufficient available space as a possible caching site. The scheduler reduces
the space availability information at the respective intermediate storage accordigg to
afterSiy, is obtained.

Under one phase scheduling paradigm, the scheduler is not given an opportunity to
analyze the scheduling priorities among the files. Scheduling priority of a file means its
relative importance to consume the limited resources prior to the other files. Scheduling
priority can be determined by the popularity of the video file. However, without reflecting
the actual set of requests, the respective time and the respective locations, itis not possible to
determine which file or request has priority to consume the limited resources first. Analyzing
the priority of the given set of requests introduces another stage in scheduling.

In our scheduling policyjndividual video schedulingnd storage overflow detection
enablesthe schedulerto globally analyze the service costfor eachélesS;, i =1, ..., m,
and to determine the scheduling priorities among themselves. The file eallied which
is determined to have lowest priority in scheduling, is thus rescheduled to restofage
overflow

4.2. Individual video scheduling

In finding the service schedulg, the scheduler collects the requests for the cycle and
partitions them into setR;,i =1, ..., m for each of thean distinct video files requested.
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U1, U2 and U3 requests for the same video file
1:00pm, 2:30pm and 4:00pm respectively

Video Length : 90 min
Size : 2.5Giga Bytes

Bandwidth: 6 Mbps

vw
Neighborhood 1
Neighborhood 2
nrate(VW,1S1) | nrate(1S1,1S2)
Network Cost ¢ 0.2 ¢ 01 cents/(Mbps*Sec)
w | 1s1 | s
Storage Cost| $0 I $1 $2 $/(GBxHour)

Figure 6. Service requests with network cost and storage cost.

R isto the set of requests for videoThe schedulé&; for eachR; is computed individually,

i.e., in computingS; the scheduler does not consider the resources required to service the
other setsk;, j #i. In the individual video scheduling phase, the scheduler focuses on
minimizing the cost of eacls;,i =1, ..., m. Figure 6 illustrates a sample topological
layout, with respectivarate, srate and user requests. We enumerate some of the possible
video schedules for figure 6 and the cost of each scheduled Lgt andBiy be the file id,
playback length, and bandwidth requirement of the file, respectively. The cost is computed
using the mapping functiow described in Section 3.3. Since all video files reside\&t
permanently, the cost of storing video files at#wis assumed to be 0, i.asratef VW) = 0.

IS; is local to U; andlS; is local to {U,, Us}. We assume thatiy is 90 min, andsizey is

2.5 GB. We assume 6 Mbps bandwidth needs to be reserved for the playback of the given
file.

ScheduleS1: All the requests for videos are fulfilled directly from the video warehouse.
Slis as follows:S1={d,, dy, d3} andd; = (VW, 1S,), 1:00Q id), d, = (VW, 1S, 1Sy),
2:30,id), d3 = ((VW, IS, 1S,), 4:00,id). Since there is no storage cost incurred in the
schedule, the cost of the schedule consists only of the network cost. The playback length
of the file is 90 min and it requires 6 Mbps bandwidth. Servicdfpuses only the edge
(VW, 1S;). The cost for servicingyy, i.e., Wp(dy) is nrate(VW, 1S;) - 90- 60- 6 - 0.002.
Likewise, we can comput@p(d,) and ¥p(ds). W(S1) corresponds t(Zf’=1 Wp(d),
and thus 9060- 6 - 0.008= $2592.

ScheduleS2: While U; gets service directly from the VWS, caches the file. & and U;
are serviced fromthe video file cached at182 = {d1, d, d3, ¢1} whered; = (VW, I1S;),
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1:00,id), dr = ((1S1, 1), 2:30,id), d3 = ((1S;, 1S;), 4:00,id), ¢, = ([1:00, 4:00], IS,

id, VW,(U31, Uy)). The cost for serviciny; is the same as in Sched#d. With §2, the

file is cached alS; to avoid repeated delivery over the netwo(, 1S;) in servicingU,

andUs. We can compute the storage cost using the formula given in Eq. (2). A storage

space of 2.5 GB has to be reserved from 1:00 pm to 4:00 pm, and the length of the service

is 1.5 hours. e (cy) corresponds to 81 - 2.5+ 15125 — $9.375,

The cost ford, andds, i.e., ¥p(dy) + ¥p(d3) corresponds to 290-60-6-0.001=

$64.8. The cost for servicingy remains unchanged at $64.8. ThugS2) is $138.975.
ScheduleS3: ScheduleS3 is enhanced fron$2. S3={dy, dy, ¢y, C;} andd; = (VW,

IS;), 1:00,id), d, = ((1S1, 1), 2:30,id), c; = ([1:00, 2:30], IS,, id, VW, Uy), co=

([2:30, 4:00], 1S, id, 1S;, Up). While servingU,, the file is cached afS,. Uj; gets

service fromlS,. By loading the file atS,, it is possible to eliminate the network trans-

mission cost in servicingJs. The cost for servicingJ; remains the sameW¢(c,) is

15.25.14 15251 _ 5625 andbc(C,) is $11.25.Wp(dy), which is network cost for

servicingU,, is 90- 60- 6- 0.001=$324. HenceW¥ (S3) is 648+ 324+ 11.25+ 5.625

= $114.075.

Based on the proposed cost modg3, turns out to be the most cost-effective schedule to
service the three users in figure 6.

Table 2 presents a skeleton algorithm for the first phase. Furfatibwidea schedulé)
in Table 2 computes the service schedule for each file. Papadimitriou et al. [16] proposed
a greedy heuristic based on rectilinear dynamic programming, which can be used as an
implementation of the functiofind_videa schedulé). Let us assume that there dnasers
us, ..., U requesting vided, M available video files, an8ll intermediate storages. The
users are numbered chronologically with respect to service start time; kd;,.;. The
steps below describe the functiind_videa schedulé) in Table 2.

=

. The algorithm iteratelstimes, i.e., once for each uddy,i =1, ..., 1.

2. Foru;, given the schedule and respective cost foundfor. ., u;_1, the scheduler com-
putestheincremental network cost and storage cost for servicuigeacHsS,, . . ., ISy.

3. Toservicay; inadditiontothe usens, ..., u;_1, the existing schedule has to be updated

in one of the following ways: (1) The resident period of the file at a certain intermediate

storage has to be extended, or (2) another intermediate storage which has not been used

Table 2 Pseudocode for function of solving the individual video scheduling problem.

Algorithm 1 IVSP_solve

1 IVSP_solve(M, R, nrate, sraté{

2 for each filesi € M

3 Sig°°d « find_videascheduléR;, nrate, srate);
4 WS90 w(SP;

5 return (59°09);
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in servicinguy, ..., U;_1 is introduced to cache the file. Either situation creates extra
storage cost and network cost, or (3) the request is serviced\kym

4. Allthe intermediate storagéS,, . . ., ISy are considered in a new schedule for servicing
Ui, ..., U;. The scheduler computes the incremental cost for each. An updated schedule
with the minimum incremental cost would be chosen as the schedule for servicing
Uq, ..., Uj.

5. Considering the graph structure of the network, there can be more than one path between
any pair of nodes, each of which can8&/ or intermediate storage. If a new interme-
diate storage is introduced to cache the file, the scheduler has to compute the network
transmission cost of transferring a file to a new cache.

4.3. Integration of individual video schedules into a global schedule

Itis possible that one or more intermediate storages are over-committed during certain time
intervals when the individual schedules are integrated. Figure 7 illustrates this situation,
where intermediate storage is over-committed during the interval [1:30 pm, 2:40 pm] ap-
proximately. In thisStorage Overflovgituation, the scheduler has to reschedule some of
the files involved in the overflow so that the file does not reside at the intermediate storage
during the overflow period. Possible rescheduling strategies are to supply some videos
directly from VW or from the nearest intermediate storage that stores them. Specifically,
the following decisions should be made for eatbrage overflowsituation: (1) Which
video(s) are selected as victims? and (2) for each victim to be rescheduled, how to compute
the new schedule for the victim?

Victim is a file that is selected to be rescheduled.nlostcases rescheduling entails
additional cost. However, there can be cases in which a less expensive schedule is found
as a result of rescheduling. This is because the schedule for \&G#im is computed via
agreedyheuristic in the first phase, and hence there can exist a less expensive schedule for
Svictim- An important goal of handlingtorage overflows to resolve the storage overflow
with least possible cost increase in the scheduling which is usually incurred as a result of
rescheduling.

Overflow Period . : Dial M
i 1 :Star Wars
5GB T o
Cache Size
4GB T T length use starting time
I StarWars | 1Hr U1 1:00 pm
2GB T 3GB | U2 3:00 pm

1hr us 2:00 pm

Dial M

25GBI U4 3:00 pm

1:00pm  2:00pm  3:00pm  4:00pm fime

Figure 7. Change of available space at intermediate storage.
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Figure 8 Integrated schedule and respective storage requirement.

5. Handling storage overflow
5.1. Detection of storage overflow

Storage overflovDF 4,5, is identified by its locationS; and the time intervait during

which the overflow occurs. The scheduler maintains information about the available space
at the intermediate storages. Analyzing this information, namelgtitrage requirement

and thestorage availability the video scheduler detects stibrage overflow situationdVe
defineOverflow SeflS;, At) asthe set of file residency informatiori swhich are involved

in OFat,1s,. Figure 8 illustrates the storage space requirement of the integrated video
schedules at an intermediate storage. For the sake of simplicity, figure 8 does not show
the gradual decrease in the storage requirement at the end of each file residency period. In
figure 8, there are two distinct storage overflow situations, namely in intetasnd Ats.

The two overflow sets areDverflowSetAty, IS) = {(My, [S, F1]), (M2, [S, F2]), (M3,

[S5, F3]), (M4, [Ss, F4]), (M5, [Ss, Fs])} whereAt; =[S, Fo] andOverflowSet Aty, IS) =

{(Mg, [Ss, Fe]), (M7, [S7, F7]), (Ms, [Ss, Fs])} whereAt, =[S, Fe].

5.2. Victim selection
OFt,1s, isresolved by recomputing the service schedule for some of the filbsarflow Set

(At, IS;). In recomputing the service scheduleidf, scheduler takes into account addi-
tional constraints in obtaining the new schedS]'giéW. The additional constraints are that
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is not allowed to be cached atj|8uring At and also thecheduler considers the currently
available space at other intermediate storagesindividual Video Schedulinghase, the
scheduler does not consider the space limitation of the intermediate storage. As a result
of imposing additional constraints, i.epace availabilitypossible caching site of fileis
restricted to the intermediate storage with sufficient spaceSI¥{ At, 1S;) be the sched-

ule obtained by rescheduling filewith respect to the constrain{at, I1S;). In selecting

a victim, the scheduler needs to consider the overhead cost of rescheduling and respective
improvement of overflow situation.

5.2.1. Overhead cost.InresolvingOF 4t is; , there can be more than one choice for a victim.
Thus, selecting a victim with minimum cost increase is an important factor to obtain an
efficient schedule. When more than one file needs to be rescheduled to ©§alve;,

the total number of choices for a set of victims is bounded by the number of subsets of
OverflowSe(At, IS;), i.e., 20verflowSetatiSpl - we would like to analyze the complexity

of victim selection using the example in figure 8. Consider thedsagrflow Se(At;) in

figure 8. Rescheduling ofM;, Ms} resolves the overflow, as does the rescheduling of
{M_}. The costincrease as a result of reschedulingdijlevith respect taAt andlS; is the
overhead costtIJ(S{,‘fW(At, ISj)) — ¥ (Sig,). If the overhead cosis the same for all video

files regardless of length and size, it is desirable to reschedule as few video files as possible.
However, there are various factors such as file size, a set of user requests for the file, etc.,
which determine the overhead cost.

5.2.2. Metrics for effective improvement.Overhead costlone is not sufficient information

to select a victim. The purpose of rescheduling is to improve the overflow situation, i.e.,
reduction in the overflow interval or reduction in the worst case space requirement during
the overflow interval. Thusmprovementin the overflow situation can be defined along

the domain of time, of disk space, or of space-time product. In selecting a victim, the
overhead cost of rescheduling and respective improvements needs to be considered. Let
Tt s, denote the improvement oveF s, accomplished by rescheduling fit with

respect toAt andlS;. We defineheat Hat,is, . as theimprovement per overhead caxft
rescheduling filed; with respect tdOF s, . Heatis defined as:

Iat.is; (Gi)

H (c) = .
s (@) V(S AL 1S), 6)) — W(Sia)

()

Heatis used as the selection criterion factim. A file with a largerheatmeans that its
rescheduling accomplishdmetterimprovement with the same cost increase and thus is
preferred for rescheduling in resolving an overflow situation. To deterb@tterimprove-

ment, a metric for improvement has to be defined beforehand. There are a number of
metrics forZx s, (ci), i.e.,time space or time-space productEach of the metrics have
different interpretation of improvement and hence different files can be selected as victim
under different metrics. We describe four metricstieatin greater detail in Section 5.3

and compare the performance through extensive simulation.
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Figure 9 Service schedule of a file.

5.2.3. Rescheduling of a file. The file transfer routes to various intermediate storages
form a tree structure, as shown in figure 9, which is based on the schedule in figure 4. In
figure 9, solid horizontal lines represent the residency of the file in the respective intermediate
storage and dashed vertical lines represent the network transfer route. During residency at
an intermediate storage, the file is serviced to one or more users who requested it. It is not
possible for two different dashed lines to have the same horizontal solid line segment as
a sink, and hence the graph forms a tree structure. The rescheduling of tofilesolve
overflowOF 4 1s; is to recompute the service schedulgiven that asolid horizontal line

at IS; during At is not allowedfor file i.

5.3. Storage overflow resolution algorithm

Table 3 has the skeleton algorithm for the storage overflow resolution problem.
SORP_solve() in Table 3 takes service schedSleinformation about intermediate stor-
ages, which includes the overflow sets, storage usage information, and storage capacity
as input. Network ratarate and storage ratsrateare globally availableS is a service
schedule obtained from the individual video scheduling phase SE&(At, IS;) be the
schedule for filed; obtained with the constraint that fild is not allowed to stay &iS;

during At. In most cases, changes8@, by rescheduling results in an increaseastfor

file id;, i.e., ¥ (Sig (AL, 1S))) > ¥(Sig;). This is due to the fact that rescheduling a video
with storage constraints causes the video to be delivered to the users in a less efficient
way than in the previous service schedule, resulting in an unavoidable increase in service
cost. However, since the sched$lg is obtained via a heuristic, a less expensive schedule
may be found as a result of resolving overflow under certain circumstances. According to
our experiment, under various conditions of storage capacity, network cost, storage cost,
and user access patterns, in 1.2% of all situations the service schedule actually becomes
less expensive after storage overflow resolution. Let us d&fiRBPas a service schedule
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Table 3 Pseudocode faSORP_solveSvcSchedule, C, OverfloBe).

©@®Na R NR

NNV NNNNNNRERERRRRRRRR R
© N QTR ®®NREOOOXNOORODNRO

ZS: set of intermediate storages ;
Overflow Set: set of storage overflows ;
OverflowSetlS;) : set of storage overflows at IS; ;
Smin, Stmp : Service Schedule ;
SORP_solve(S,ZS) {

Resolved =False ;

While (Resolved != TRUE) {

For all ISj € ZS {
For all OverflowSetAt, IS)) € Overflow SetlS;) {
For all ¢ € OverflowSetAt, IS;) {

Simp= ReflectiveGreedy(At, ISj, ¢) ;

heat = ComputeHeat(Sig; , Stmp) ;

If (heat < minheat){
heat =minheat ;
Smin= Stmp ;
victim=id; ;

}
Svictim = Smin ;
Resolved = True ;
For all ISj e IS {
UpdateStorageUsage(Smin) ;
Resolved = Resolved andDetectStorageOverflow(IS;j)

obtained as a result of storage overflow resolution on schetiulde increase in the total

service of cost is

ACost= W (SSORR — g (S). (6)

SSORPis a new set of video schedules which resulted fromItR P _solve ) algorithm.
The ultimate objective in the Storage Overflow Resolution phase is to minifr{Caest

For each iteration of the outermost while loop (lines 7-2830RPsolvd ) in Table 3,
SORPsolveexamines all residency informationwhich is involved in one of the overflows.
SORPsolvg ) computes the new service schedule for the respective videtififgé At, 1S;)
for file id; in ¢ and computes theffectiveimprovement of the rescheduling. The file with
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largesteffectiveimprovement is chosen as the victim in each iteration of the lines 7-28
while loop.

We introducedheatas a criterion for victim selection in Section 5.2. The actual im-
provement accomplished over th¥-, is; as a result of rescheduling filé; may not be
directly relevant tooverhead cost For example, rescheduling fild; reduces the length
of OFat,1s; by 10 min with a $40 overhead cost, while reschedulingifliereduces the
length by 20 min with an overhead cost of $50. It is not unreasonable to selddi fils a
victim. In another situation, the rescheduling of file improves the overflow situation by
300 MB- min, and the overhead cost is $30. Meanwhile, the improvement of rescheduling
file id; is 50 MB- min and the overhead cost is $25. It may be desirable to seleit;fies
victim, especially when more victims need to be rescheduled in addition to rescheduling of
file id; orid;.

Let At of OFat,s; be [ts, t¢] and interval ofci be it t; ] Rescheduling ofd; with
respect toOFAt i, Will reduce the storage requirement over the interval [(hak®),
min(ts, tf + pig; )], wherepiq, is the playback length of filel; . As explained in Section 3.2,
every caching interval is followed by the playack duration which also requires storage space.
Let ASbe the amortized time-space product which can be improved by rescheduling a file
id; with respect tdOF 4 is;. Under the continuous time domaify,S can be formulated as:

min(ts. 4 +pig;)
ASwse = [ fo 0 dt @)
max(ts, t®)
y - Siz€y, if t<t'
fo (t) = . —tf , (8)
y - sizgg | 1— otherwise
Pid;
1 ift' —t°> pig
y=1t -t _ )
otherwise
Pid;

f, (t) in Eq. (8) computes the storage space requirement at eachliased on the storage
cost model in Section 3.2. The maximum amount of disk space requireddepends on
whetherg; is along residencyr ashort residencyy in Eq. (9) is a coefficient adjusting

the maximum space requirement according to Eqgs. (2) and (3). We compare four different
metrics forheatof reschedulingd; with respect tdOF ¢ s, -

HAtJSj.Ci = mln(tf 5 tif + )O|d|) - max(ts, tis) (10)
; f
min(ts, t + pig,) — max(ts, t°)

o = 11
HAI,lSJ.C' ( new(At ISJ)) (Sidi) ( )
Hatisj.c = ASatls, g (12)

AS
AL, IS;,Ci (13)

H .G = Snew,
AtS;, W(SEPAL, 1S))) — ¥ (Sa,)
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The meaning oheatis per costimprovement obtained as a result of reschedulthgvith
respectt®F a1, In Eq. (10) the effective improvement is measured in terms of the length
ofthe improved time interval. In Eq. (11), the length of improved period per overhead costis
considered aseat In Egs. (12) and (13), the improvement of amortized time-space product,
and the improvement of amortized time-space progectoverhead cods considered as

heatof rescheduling. In the iteration of lines 7-183MRPsolve ) algorithm, the file with

the largesheatis selected as the victim. According to our experiments, Eq. (13) performs
best, i.e., generates the least expensive schedule, on the average. Details of the experimental
results are provided in Section 6.

5.4. Reflective greedy heuristic

The rescheduling algorithmeflectivegreedy) in line 11 of Table 3 receives a tuplg ( At,

IS;) as an input. It reschedules the fitg of ¢; with the constraint that there is no space
available duringAt at1S;. Rescheduling a file means rearranging the service delivery of
all requests for the file. Different from tlgreedy heuristién individual video scheduling,
Reflective Greedmaintains the space usage information for the intermediate storages, and
does not schedule a video file to the intermediate storage if sufficient storage capacity is
not available. This is to avoid generating a subsequent overflow situation as a result of
rescheduling. Theeflective greedwlgorithm with input ¢;, At, IS;) generates a service
schedule for filad; with the constraint that it is not allowed to be cachetBatduring At.

6. Experiment and results

In this section, we present performance results obtained from simulations under various
conditions. Before describing our experimental results, we first discuss some general
information about the experiment, including the performance baseline, performance metrics
of interest, and parameter settings.

6.1. General experiment information

Figure 10 illustrates the topology and connection layout of the video warehouse and inter-
mediate storages for our experiments. There are 20 nodes in total—one video warehouse
and 19 intermediate storages. Each intermediate storage supports the users in its respective
neighborhood. For notational simplicity, the users are omitted in the graph representation
in figure 10. In our experiment, the number of users in each neighborhood is 10. Various
factors can determine the characteristics of the video service environment. Among them,
we take into account four attributes which affect the service scheduling process and its
cost—theStorage Charging RateheIntermediate Storage SizRetwork Charging Rate

and theuser access patterrTable 4 shows the actual values of each attribute used in our
experiment. The values of ttstorage charging ratand thenetwork charging rateepre-

sent values in the charging system. In a practical situation, we can substitute these values
for the actual charging rate of the monetary metric.
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Table 4 System parameters.

Attributes Values

Number of available video files 500

Average video file size 3.3GB

Storage charging rate 3,4,5,6,7, 8 (/Ghydp

Intermediate storage size 5, 8,11, 14 (Giga Bytes)

Network charging rate 300, 400, 500, 600, 700, 800, 900, 1000 (/Gbyte)

Access patternZipf distribution a=0.1,0.27105,0.7

@ :Intermediate Storage

@ :Video Warehouse

Figure 10 Graph representation of network and storage topology.

The scheduler selects the victim with the lardesstitvalue. Depending on the method of
computing theheat which is formalized in Egs. (10)—(13), the scheduler generates several
different service schedules. We compare the efficiency of these four different policies from
the aspect of total service cost.

6.2. Experiment 1: Effect of network charging rate

In this section, we mainly focus on analyzing the effect of network charging rate. Figure 11
shows the relationship between network charging rate and total service cost for four dif-
ferent storage charging rates. It also plots total service cost in the enviromiteatit
intermediate storage. The advantage of using intermediate storage becomes more signifi-
cant as the network charging rate increasgrsitein figure 11 means the storage charging
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Figure 11 Under different storage charging rates.
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Figure 12 Under different access patterns.

rate. In figure 12, the variable is the user access pattern. Ipiphdistribution,« deter-

mines theskewnessf the user access pattern. Largeimplies a less biased distribution.
Under the same environmental parameters, total service cost increases when the requests
are more evenly distributed. The advantage of intermediate storage is to share a file between
users and avoid repeated delivery of the same video file. When most of the requests are
concentrated within a small set of video files, the scheduler can maximize the usage of
an intermediate storage. It is observed that the total service cost increases almost linearly
with the network charging rate. This is because in servicing a set of requests, there is
unavoidablenetwork transmission which cannot be replaced with caching the file in an
intermediate storage. With a less expensive storage charging rate, the total service cost
increases more slowly. In figures 13 and 14 the size of the intermediate storage is increased
to 11 GB. With 11 GB intermediate storages, there is less chance of storage overflow,
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and hence the total service cost can be less expensive than using 5 GB size intermediate
storages.

6.3. Experiment 2:; Effect of the storage charging rate

In this experiment, we examine the effect of storage charging rate. Figure 15 illustrates the
effect of storage charging rate on the total service cost. When the storage charging rate is
relatively low, the scheduler tries to avoid repeated delivery and prefers using intermediate
storage to delivering the video directly from the video warehouse. The cost of using inter-
mediate storage dominates the cost of using the network, in the situation with a low storage
charging rate. Hence, the change in the storage charging rate has significant effect on total
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Figure 15 Storage charging rate vs. total service cost.

service cost. As the storage charging rate increases, the scheduler prefers repeated network
deliveries to making the video reside in the intermediate storage for a longer period of time.
Consequently, the total service cost becomes less sensitive to the increase in the storage
charging rate as the storage charging rate increases. The total service cost curve in figure 15
approaches the total service cost of tretwork only systeras the storage charging rate
increases.

Figure 16 shows the effect of storage charging rate under different network charging
rates. It is worth noting that total service cost increases linearly with the increase in
network charging rate. Meanwhile, the effect of the increase in storage charging rate is
substantial only when the storage charging rate is low. This phenomenon arises due to
the fact that there is a substantial amount of unavoidable network delivery in the service
schedule, e.g., servicing the earliest request for each neighborhood. Of course, this behavior
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Figure 16 Storage charging rate vs. total service cost.
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Figure 17. User access pattern witipf distribution.

is not observed if we model the fact that the initial state of intermediate storage at the start of
cyclei + 1 is the same as that at the end of cyicl&@hus, a number of videos are in various
intermediate storages to begin with. We propose to do this in our future work. Itis possible
that none of the intermediate storage is used if the storage charging rate is expensive, and
there is no mandatory requirement for using intermediate storage.

Let us examine the vertical distances between each line in figures 11 and 13. In both
figures, the change israteresults in shifting the straight line up along thexis with an
increase in the slope of the curve. The vertical distance between each straight line, i.e.,
the amount of total cost increase due to the increase in the storage charging rate, is small.
This implies that the cost for using intermediate storage in the service schedule is relatively
small, compared to the total network cost. If the number of users in each neighborhood
and/or the size of intermediate storage increases, the vertical distance between each line
will become larger. This phenomenon can be observed by comparing figures 11 and 13,
the size of intermediate storage is 5 and 11 GB, in figures 11 and 13, respectively.

6.4. Experiment 3: Effect of data access pattern

In this experiment, we analyze the effect of data access pattern and the total service cost.
We observe that it is more advantageous to build a distributed service environment with
intermediate storages as the user requests are concentrated on a small set of video files. The
user request is generated using #igf distribution. Figure 17 illustrates the user access
pattern under variousipf distributions. Zipf distribution witha = 0.271 approximates

the commercial video rental pattern to a reasonable degree [5]. Figure 18 visualizes the
effect of the data access pattern with various sizes of intermediate storage. As can be
observed in figure 18, the total service cost increases as the access pattern becomes less
biased. The merit of using intermediate storage is to avoid repeated file delivery to the same
location. When the access pattern gets evenly distributed, the effect of using intermediate
storage becomes less significant and thus total service cost increases. Let us look at the
vertical distance between the three graphs in figure 18 with storage sizes 5, 8, and 11 GB,
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Figure 18 User access pattern vs. intermediate storage size.

respectively. The environment with the smaller size intermediate storage results in higher
total service cost. As the access pattern becomes more biased, the vertical distance between
the graphs becomes larger. It implies that the advantage of using larger size intermediate
storage becomes more significant as user access pattern is more skewed.

6.5. Experiment 4: Effect of intermediate storage size

In this experiment, we analyze the effect of varying intermediate storage Sieevice
Scheduling Algorithrpresented in this paper is based on the assumption that an intermediate
storage does not have sufficient capacity to hold all the video files requested by the users in
its neighborhood. This assumption is not unrealistic, considering the fact that the average
size of an MPEG-2 [11] compressed video file of 110 min exceeds 3 GB. In figure 18,
we show the effect of varying intermediate storage size and data access pattesn. As
gets larger, i.e., the access pattern becomes more evenly distributed over the available
files, the total service cost increases. This is because the schedule cannot make good
use of intermediate storage if users make requests for different files. Figure 19 shows the
relationship between the storage charging seiteand the size of the intermediate storage.
When the storage charging rate is relatively low compared to the network charging rate,
there are larger numbers of storage overflows. Hence, increasing capacity at the intermediate
storage is advisable to minimize service cost, but increasing the capacity beyond a certain
threshold does not improve the service cost. In figure 19, it is not necessary to increase
the storage capacity beyond 8 GB wierate=>5. As the storage charing rate increases,

the benefit of using larger storage reduces. This is because the usage of the intermediate
storage becomes less dominant as the storage cost increases. The analysis of this metric
provides an important guideline in determining the actual size of the intermediate storage,
since intermediate storage larger than a certain size does not help to reduce the service
cost.
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Figure 19 Intermediate storage size asdite

6.6. Experiment 5: Computing heat and cost increase

Heatis a criteria for selecting a victim, which is equivalent to theoerovement per over-

head cosbf rescheduling.Reschedulinghould be viewed from two aspectgestand
benefit Costis the cost of rescheduling a victim, ahénefitdetermines the improve-
ment in the overflow situation. By combining these two factasst and benefif we

can obtain theeffective cospf rescheduling. We provided four different ways of com-
puting heatin Egs. (10)-(13). We compare the efficiency of schedules obtained un-
der four differentheatmetrics. In 98% of 622 different circumstances which required
overflow resolution, Eqg. (11) or Eq. (13) generated the best results, and thus we pro-
vide the comparison between the two. Table 5 shows the performance of each metric.
The experiments were performed under 785 different combinationsefork charg-

ing rate storage charging ratesize of the intermediate storagad user access pat-

tern. Under some situations, e.g., large intermediate storage capacity, or an expensive
network charging rate, the scheduler generateswenflow freeschedule at the individ-

ual scheduling phase. There are also situations where method 2 in Eqg. (11) and method
4 in Eqg. (13) generate the same output result with the same cost. Overflow resolution

Table 5 Performance of the each method.

Total number of cases 785

Service cost increase due to overflow resolution 622

Method 2 in Eq. (11) 395 out of 622 (63%)
Method 4 in Eq. (13) 437 out of 622 (70%)
Method 2 or Method 4 614 out of 622 (98%)
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makes the service schedule less efficient, which leads to an increase in the service cost.
In our experiments,% is 12% on the average, and 34% in the worst case.

Also, find_videascheduléR;, nrate srate) in Table 2 is known to generate the sched-
ule for file i within the performance bound of 15% [20]. Empirically, the resulting
scheduleSSORP is hence within a bound of 30% from the optimal solution on the

average.

7. Concluding remarks and future direction

On-line digital delivery of multimedia services makes demands upon the current state of
the art of computer technology. Though its application area is expanding rapidly, the high
cost of service provisioning has been a serious impediment to its widespread usage. In an
effort to analyze the costs of service provisioning, we have developed a model of a dis-
tributed infrastructure which has a video warehouse and intermediate storages connected
via a high speed communication network. In the proposed environment, video delivery
service can be provided to the user either from an intermediate storage or from a video
warehouse. Unlike a non-continous media applicationdtiration or bandwidttof video

service needs to be considered in measuring the resource requirements of the continuous
media service requests. In this work, we developed a comprehensive cost model for storage
and networks which captures the resource requirement of supporting a given set of conti-
nuous media service. We define&/ideo-On-Reservatioservice where a useeservesa

service in advance. With the combination o¥/®R service model and a distributed en-
vironment, with a video warehouse and intermediate storages, system resources such as
disk space and network bandwidth can be used in an efficient way via off-line comput-
ing and thus can accommodate more video streams and consume less storage or network
resources. The algorithm presented focuses on making the best use\GRheature

of requests. However, with minor modificatiomdividual Video Schedulinglgorithm

with storage constraints can also be applied to determine the delivery route and caching
information of VOD requests. Thachedulerat a video warehouse computes a schedule
which determines théile cachingand network transferof the video files to service the
users’ requests. To provide a video delivery in a cost-effective way, the video scheduler
should find a video schedule that consumes as few system resources as possible. We
proposed a two stage algorithm for the video scheduler-#(dividual Video Schedul-

ing, and (2)Storage Overflow ResolutiotWith the algorithm proposed in this work, the

cost of service schedul§S°RPis within 30% on the average from the optimal solution.
Through extensive simulation, we analyze the effect of charging rate of resources and/or
user access pattern on the total service cost. These relationships should be carefully ex-
amined in building a practical information service infrastructure where the parameters are
tailored to fit particular needs. In handling storage overflow, allowing the user to spec-
ify the starting time in terms of amterval can help to improve the overflow situation.

As future work, we plan to extend our approach to resolve the bandwidth constraints of
the intermediate storages and communication network. We hope our design and algo-
rithms can serve as useful guidelines for the design of future multimedia service provision
approaches.
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Appendix: Proof of NP-completeness
Theorem 1. Cache overflow problem is NP-complete problem.

Proof: K-ary knapsack problemx Cache overflow problemHence, cache overflow is
NP problem. ]

Definition 2(K-ary knapsack problejn There are afinite set of iterisandK knapsacks
N1, N2, ..., Ny whose sizes arBy, By, ..., By. s(u) is a size ofu € U. v(u) is a value of
u € U. Find the collection of sdt)’s s.t. U; € U, andU; N U; = ¢ Vi, j and such that

Zik:l 2 _uey, v(U) is as large as possible add,,., s(u) < B;.

The K-ary knapsack problem is NP-complete. Since this is a well-known problem, we
will not mention the details of the K-ary knapsack problem itself.

Theorem 2. K-ary knapsack problenx Cache overflow problem.

Proof: There exists a polynomial transformation functiérthat transforms the K-ary
knapsack problem to the cache overflow problem.

Elements of knapsack problem

a set of itemJ

KnapsackdN;'s,i = 1,...,k. Bj is size ofN;.
v(u): value of itemu € U.

s(u): size of itemu € U.

Solution: collection ofU;’s

From the elements of the knapsack problem, we can build a cache overflow problem.
Elements of the cache overflow problem

a set of videos=U

a set of video cachdy;’s,i = 1, ..., k. capacitf{N;) = B;.

one video warehousid

the length of the videa = v(u) minutes which determines the network transmission
cost.

the size of the videa = s(u) which determines the storage cost.

Network topology: completely connected

Every video should be started at the same time.

storage costis O foral;,i =0, ..., k.

network cost: For each network edge in the layouts, there is arelated coshfaté(, j)
is the cost okdgsi, j) per minute. For networkdgsi, j),
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Figure 20 Transformation from K-ary knapsack problem to cache overflow problem.

— ifi=0o0rj=0,nrate(i, j) =1
— otherwiseprate(i, j) =0

e Solution Video scheduldéJ;'si =0, ..., k such that ifu € U;, then videou should be
migrated to video cachi; for showing. If videou ¢ U:‘zl, thenu € Uo.

We can easily see that building a cache overflow problem from the K-ary knapsack
problem takes polynomial time. The solution of the knapsack problemis also a solution of
the cache overflow problem, and vice versa. Hence, the cache overflow problem is NP-
complete. ]

Lemmal. A solution of the K-ary knapsack problenyblis also a solution for the cache
overflow problem Ysi =0, ..., k and vice versa.

Proof:

(1) Knapsack problem> Cache overflow problemThe video cache for each video is
uniquely defined front;, . . ., Uy for all videosu € U. If the resulting video schedule
is not minimum, there is a videw € U; 3i andu’ € Ug such that exchange of the
them will result in a smaller video delivery cost.
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video delivery cost ofi = storage cost

+ (unit network cost} (length of video) (A.1)
Total Delivery Cost= Y _ v(u) (A.2)
uelp

Hence, we can get the following relationships between the solution of the knapsack
problem and the video delivery problem.

k
Total Delivery Cost= Z v(U) — Z Z v(U) (A.3)
ueU i=1 uey;

Hence, if it is possible to decrease the Total Delivery Cost by exchangangu’, we
can increase the total profit for the K-ary knapsack problem by exchaogingu’.

(2) Cache overflow problem> Knapsack problemit is apparent from the Eq. (16).Y
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Note

1.

Termed asharging rateof the resource in this paper.
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